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The periodic-orbit theory of the density-of-states and the closed-orbit theory of 
atomic absorption spectra relate properties of a quantum system to properties 
of periodic or of closed orbits of a system. In these theories, every return of an 
orbit to the initial point makes a contribution, so in general for each orbit an 
infinite number of terms must be computed and summed. We show that the 
term asising from the nth return of an orbit can be calculated from properties 
of the orbit on its first return. 
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1. B A C K G R O U N D  

Semiclassical descriptions of quantum mechanical systems often begin 
with a semiclassical approximation to the Green function GE(q, q'). For 
example, the periodic-orbit theory of the quantum density of states starts 
from this point. (1) Similarly, the closely-related closed-orbit theory of 
atomic absorption spectra describes waves which propagate away from 
and later return to an atom. (2) The waves described in this theory can be 
regarded as a kind of generalized Green function. 

The conventional Green function GE(q, q') represents waves that arise 
at q from a steady point source that sends out waves of fixed energy 
uniformly in all directions. In the generalized Green function, which we 
denote FE(q, q'), the waves still have fixed energy, but the source sends 
them out with some specified initial angular distribution, such as a p wave, 
or some combination of s and d waves. 
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In both theories we are concerned with waves that propagate outward 
from and later return to the source point. The density of states is propor- 
tional to the trace of the Green function ~ Ge(q, q)dq,  while an atomic 
absorption cross section is proportional to an integral of Ge with a very 
localized source function ~ ~ ( q )  GE(q, q') ~bs(q') dq dq'. The source func- 
tion is so localized that the relevant quantity is the generalized Green 
function evaluated at the source point, Fe(q, q). 

The semiclassical approximations to Ge(q, q) and FE(q, q) involve 
classical trajectories that begin and end at the point q--closed orbits. Now 
in a typical system, a closed orbit goes out from q in one direction, returns 
to q from another direction, and then goes out again, perhaps never to 
return. Most such orbits are not relevant to the density of states. When a 
stationary-phase approximation is used to evaluate the trace of G, one 
finds that only periodic orbits contribute. 

For atomic absorption spectra, not only periodic orbits, but also 
closed orbits contribute. However, the Coulomb field has a special 
property which brings periodicity back into the system. When a classical 
electron is incident on a fixed positive charge at zero impact parameter, the 
Coulomb field scatters the electron back exactly in the direction from 
which it came. It follows that orbits which are closed at the nucleus with 
return time T retrace themselves such that they are periodic with period 
2T. 

In either case, then, the functions Ge(q,q) and FE(q, q) involve 
repeated returns to the source point. The semiclassical approximation to 
either function has the form 

• ~ Bkn e i (Skn/h - ~knrC/2) 

k n 

The index k labels a particular "primitive" closed orbit, while n labels the 
repetitions of that orbit. Sk, is the classical action on the nth return of the 
kth  closed orbit, Bkn is an amplitude, and #kn is the associated Maslov 
index. 

Question: Can we find the amplitude Bkn and the Maslov index Pkn 
for all repetitions n from properties of the closed orbit on its first return? 
If such formulas can be found, they would greatly simplify the numerical 
calculations that are required for implementation of periodic-orbit theory 
and closed-orbit theory. 

This question was first addressed by Guttzwiller in a slightly different 
manner. (1) Writing the trace of GE as 5Z~,~ Ckn exp i(SkJh--ak, n/2), he 
gave formulas for Cxn and stated that ak~ = nakl. The result is not at all 
trivial, and was only recently proved by Creagh et al. ~3) for unstable 
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periodic orbits. 2 We need analogous results which apply to the Green 
function itself, which apply either to stable orbits or to unstable orbits, and 
which apply to closed orbits as well as to periodic orbits. 

We are pleased to report that very simple formulas for Bkn and/~kn can 
be written down, and that the formulas are easy to implement numerically. 
The results are stated in the following section after more precise definitions 
are given. Proofs are given in appendices. In Section 3 we explain how the 
results can be applied in calculations of atomic absorption spectra using 
the closed-orbit theory. The results can also be used in many other 
contexts, since our proofs are quite general. The important assumptions are 
as follows: 

(i) The system has two degrees of freedom. 

(ii) The Hamiltonian has the standard kinetic plus potential form, 
with H an even function of momenta. 

(iii) The potential energy is smooth. 

For application to closed-orbit theory, an additional assumption is 
involved: 

(iv) The potential energy has two reflection symmetries. 

2. MAIN RESULTS 

2.1. Preliminary Definitions 

Our particle moves in a two-dimensional "Cartesian" coordinate space 
(u, v), with 

H = I _  2 
2m (P2u + Pv) + V(u, v) 

where V(u, v) is a smooth function having no singularities. The source of 
particles is taken to be the origin of coordinates, and we define eyclindrical 
coordinates (R, O) in the usual way. 

A fundamental quantity in closed-orbit theory (2) is a function that we 
denote Fe(q, 0), 

FE(q, O) ~ f GE(q, q') ff/s(q') dq' 

where ~s(q') is a "source function," whose most important property is that 
it is a very localized function of q', practically zero outside of a small region 

2 A related study was done by Eckhardt  and Wintgen. r 
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near the origin. For  q outside the domain in which the source function is 
significant, this function FE(q, 0) is the generalized Green function. It 
contains outgoing waves with an angular distribution related to that of the 
source function, and in addition it contains returning waves that are 
correlated with closed orbits. 

The initial outgoing wave is denoted ~out(q) or F~ 0), and the 
returning wave associated with the nth return of the kth closed orbit is 
denoted oret(q) or F~t(q, 0). In semiclassical approximation this quantity is 
given by 

rot, ) n tq = An(q, qo) {exp i[Sn(q, q0)/h -/~n~/2]00~ 

Everything in this formula should be decorated with the label k of the 
closed orbit, but henceforth we consider any one particular orbit and drop 
that label, qo means (Ro, Oi): the outgoing wave is evaluated on a small 
circle near the origin at an angle Oi which is the initial outgoing direction 
of the closed orbit; i~~ Oi) is the outgoing wave in that direction. 
Sn(q) is the classical action integrated along the trajectory that arrives at 
q starting from qo, 

S.(q) = p ' d q  
0 

An is the "classical amplitude" of the returning wave (the square root of the 
classical density). 

2.2. The Classical Ampl i tude  and a Poincar~ M a p  

Given a closed orbit which starts from the circle at angle Oi and 
return at Of(l) ,  the orbit continues through the origin, and its successive 
returns occur at Of(n). Now suppose we change the initial angle to 
Oi+dO i, and compute the trajectory until its nth return to the circle. It 
final angle is Of(n)+ dOt(n). 

The amplitude An can be expressed in terms of the rate of change of 
the returning angle with respect to the initial lauching angle, 

a G ( n )  -~/2 
A , =  ~ (2.1) 

The proof is given in Appendix A. 
The angular derivative can be further expressed in terms of elements 

of the linear stability matrix about the closed orbit. 3 Let us presume 

3 The relationship between the classical amplitude and a matrix element of the monodromy 
matrix was first pointed out to one of us by J. Main. 
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that the orbit passes transversely through u = 0, and we take a Poincar6 
surface of section at u = 0, and define a Poincar6 map on the surface, 
(Vo, P~0) ~ (vl, Pvl). In phase space we start at Uo = 0, with arbitrary v0 and 
P~o and set p . o > 0  using the fixed value of the Hamiltonian. We then 
integrate Hamilton's equations of motion forward in time through one 
cycle of the orbit until u = 0 and p ,  > 0, and record the values of v~ and 
Pvl. This map is the conventional Poincar6 map. (In the closed-orbit 
theory of atomic absorption spectra, the potential energy has symmetries 
such that it is better to stop whenever u = 0  regardless of the sign of p,.(5) 
The following formulas apply also to this unconventional Poincar6 map.) 
Let (v,, p, ,)  be (v(t), p~(t)) at the nth return to u = 0  from the initial 
conditions (Vo, P~o). The Jacobian matrix of the linearized map about the 
closed orbit is written as 

/<  

\ ~Vo 

~PvO} ~_~ (J , l ( /~ ) J12 (/"/)'~ 
epv.] \Jz,(n) Jzz(n)] 
~PvO/u~O, nth return 

The matrix element J~2(n) is related to the angular derivative by 

~Of(n) mki 
cos Oi cos Of(n) Jlz(n) (2.2) 

c?Oi Ro 

where Ri is the initial outgoing speed of the particle. The proof is given in 
Appendix B. Combining Eqs. (2.1) and (2.2), we can express the amplitude 
of the semiclassical wavefunction in terms of Jlz(n). 

In the following we will relate J12(n) and #,  to properties of the orbit 
on its first return. The three quantities that are required are J12(1), 
T1 = T r  J(1), and Pl, the Maslov index on the first return. 

2.3. The Classical Ampl i tude  for  Repet i t ions of  Periodic Orbits 

In general the Jacobian matrix for the n th closure is related to 
matrices for single closures by 

a, , o(v., pv.) ~(v~, pvn) a(v._1,pv~_l) a(vl,p~l) 
tn)=o-~o, Pvo) c~(v,_l, p~,_l)c?(v, 2, P~,-2)'"O(vo, P~o) 

Each of these Jacobian matrices is a function of the coordinates (v, p~) 
spanning the surface of section. For any orbit it is always the same function 
of two variables, but it is evaluated at the distinct points where the orbit 
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crosses the surface. For closed orbits the point is always v = 0, but po could 
vary with each closure. 

Now suppose the closed orbit is periodic, with period 1 (every time the 
orbit returns to the origin, the final momentum equals the initial momen- 
tum). Then each of the factors in the equation above is evaluated at the 
same point, so each is the same matrix, J(1), which we will simply denote 
3 henceforth. Therefore 

J(n) = J" for periodic orbits 

The map is area-preserving, so de t (J )=  1. Let the eigenvalues of J(n) be 
written as exp(•  ic~) if the orbit is stable, or +_exp(_+/3n) if it is unstable. 
[The two eigenvalues are exp(/~) and exp(-/3) if Tr d(n)>~ 2 (hyperbolic 
point) or they are -exp(/?) and - e x p ( - / 3 )  if Tr J(n) < - 2  (hyperbolic 
with reflection).] ~ is the winding angle on the surface of section, and/~, 
is the Lyapunov exponent. Clearly en = ne~ and/?n--n/?l- 

The formulas below depend upon a specific convention involving ~ :  
We choose 0 ~< el < rc (and/~1 > 0). 

For any 2 x 2 matrix having determinant equal to 1, 

T~ - 4 1/2 
I [3~]~1 = IJ~l T - - - ~  4 if Det J =  1 (2.3a) 

where Jl2 is J~2(1), and T, is the trace of J , ,  

f2 Cos(n~ 1 ), 
T.  =-- Tr J .  = J2  cosh(n/3~), 

(. ( - )"2 cosh(n//1 ), 

stable 

unstable 

unstable with reflection 

(2.3b) 

[ J n ] l  2 c a n  also be expressed in terms of el and/31 as 

( .  sin(n~l) 
ff12 sin 

[d"]lZ -- / sinh(n/31) sgn(T,) 
(']'12 s~nh~l sgn(T1)' 

stable 

unstable 

(2.3c) 

These results are proved in Appendix C. 
Equations (2.3a) and (2.3b), combined with Eqs. (2.1) and (2.2), allow 

us to evaluate the amplitude An on the nth return from properties of the 
matrix J on the first return. Specifically, from J12(1), TI, and/~1 we com- 
pute cq or/~1, from that we compute T,, and then we obtain lJ12(n)l. 
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4. M A S L O V  INDEX FOR REPETITIONS OF PERIODIC ORBITS 

The Maslov index for the nth repetition of a periodic orbit is n times 
the Maslov index for the first return plus an integer we call vn, 

/~n =- n#l + vn (2.4a) 

If the orbit is stable, 

(Int(ncq/Tz), J12 > 0 
v. = < ( In t  [n(~ - ~1 )/Tr ], J~2 < 0 

(2.4b) 

If the orbit is unstable, 

{O n J ~ 2 T r J > 0  
'--1, J12Tr J < O  

vn -- (2.4c) 

These formulas require the previous mentioned convention on cq. Four 
Appendices (D-G)  are needed to prove these simple results. 

Using Eqs. (2.1)-(2.3), we can express the semiclassical wavefunction 
associated with a periodic orbit and its repetitions as 

~Of(1 ) - 1/2 
oret(Ro, Of)= ~/~ Oi) ~0 i 

ein(S~/h ~1n/2) iv.~/2, stable sin 1/2 c( 1 
• ~ , jlsin(ncq)l 

.=1 ) f  sinh ill)~l/2pin(Sl/Ii--lZl~Z/2)--iVnr;/2 
I, \s inh(nfl , )J  - 

or, in terms of the trace T1, 

aOr(1) 
I//ret(Ro, Of) ~ -  @~ Oi) 6qOi 

unstable 

(2.5a) 

i { ] 
n=l T n --4 

(2.5b) 

Here the phase of the wavefunction has two terms. The first term, 
n(S1/h- pl g/2), is simply the n multiple of the phase for the first return. 
The second terms is v,~/2, where vn is given by Eq. (2.4). 

2.5. Repetition of Closed Orbits in a System with 
Reflection Symmetries 

We now assume that the potential energy V(u, v) has two reflection 
symmetries, V(_u,  -l-v)= V(u, v), and we consider orbits that are closed at 
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the origin. The symmetries ensure that any orbit which returns to the 
origin at time Tc is periodic with period Tp = 2To. As mentioned earlier, it 
is convenient to define a Poincar6 "half-map" (Vo, P~o)~ (v], P'~I) in which 
the integration is stopped when u = 0 near the closure time Tc. We let J ( l )  
be the Jacobian matrix of this half-map, and S1 and #1 be the classical 
action and Maslov index at the closure time. 

The closed orbits can be classified as two types (see Fig. 1). In type 1, 
bpvol = [P~ll. Two cases arise. If p~o=p~, then a picture of the orbit in 
configuration space has two reflection symmetries, and this closed orbit of 
the differential equations is a periodic orbit of the half-map. If P,0 = -P~I, 
then the orbit has inversion symmetry, but not reflection symmetry. Such 
orbits have endpoints where the particle stops and retraces its path. Orbits 
of type 2 have inversion symmetry but not reflection symmetry, and there 
is no relationship between P~0 and p~l. 

For the first type of orbit, all the results of the previous section apply 
without any change. Repetitions of a closure are effectively the same as 
repetition of a period. However, for the second type, the second closure is 
similar to the first closure in reverse. In Appendices H and I we show that 
the Jacobian matrix for the second closure is related by J1 by 

O(Vl, Pvl) \J21 J l l J -  J'' type 2 orbits (2.6a) 

Note that the diagonal elements are exchanged. Since two closures equal 
one period, the Jacobian matrix for the third run, 0(v3, p~3)/O(v2, Pv2), is 
J again, and 

J . =  - - - J J '  J J '  J (2.6b) 

u 

Fig. 1. Two types of orbits closed at the origin in a system with two reflection symmetries. 
In type 1, IP~ol = IPoll. In type la, pvo=pvl. In type lb, - p v 0 = P v l  . In type 2, IPv01 # IPoII. 
For type 1 orbits J n  = J22, while for type 2 orbits J n  # J22- Also, in type 1 orbits, the period 
of the transverse force constant k~(t) [Eq. (D14b)] equals the closure time of the orbit (half 
the period of the orbit), while in type 2 orbits, the period of k,(t) equals the period of the 
orbit. (In this figure, u is the horizontal axis and v is the vertical axis.) 
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For  such orbits we define ~'1 such that 

cosg ' l=s ' (J l lJ22)  1 /2 ,  s '=sgn (J l l  +J22), if 0 < J l l J 2 2 < l  

cos(2~'1 ) = s(2Jll  J22 - 1 ), s - sgn(J11 J22), otherwise (2.7a) 

where c(~ is real with 0 <  ~'1 < ~ if 0 <  Jl lJ22 < 1, and ~'1 is pure imaginary 
otherwise. We further define a tracelike quant i ty  T':  

T'I = s2 cos c (1 ,  T',=s2cos(nc~'l) (2.7b) 

We show in Appendix J that  the magni tude of J12(n) is 

I {T;2 4~,/2 
1J12[ ~T,12_4// ' n odd 

IJ12(n)l " IJ121 (T,2n__4~i/21J22]l/2 type 2 orbits (2.8) 

( S l l '  neven 

In Appendix K we derive a formula for the Maslov indices of these 
orbits, ~t, = n#l  + vn, where vn is defined below. Then, combining all results, 
we can express the returning semiclassical wavefunction at (Ro, Of) as 

OOr(1 ) - 1/2 
@ret (e0 ,  Of )  = @~ Oi )  

J11 1/4 T' (  - -  4 1/4 /~1 ~r/2) -- ivn rc/2~ § e in(S1/h - 
J 

where 

~n 

' Int(ne]/~),  J12>0 ~. 
O<Jl lJ22< 1 

S Int [n(rc - c~;)/rt], J12 < 0 

O, J12J22 > 00} dllJ22 > 1 
n - 1, J12J22 < 

I n t [ ( n - - 1 ) / 2 ] ,  J12J22 > 00} Jll J22 <0  
Int(n/2),  J12 J22 < 

Proo f  of Eq. (2.10) is given in Appendices J and K. 

(2.9) 

(2.1o) 

3. APPL ICAT IONS TO THE A T O M I C  A B S O R P T I O N  S P E C T R U M  
PROBLEM 

The theory discussed in the previous section is for two-dimensional  
Hami l ton ian  systems with a potential  energy whose angular  dependence 
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becomes negligible near the origin. The atomic absorption spectrum 
problem, however, is three-dimensional and has a Hamiltonian with a 
singularity at the origin. However, in many cases the polar angle ~b is 
separable, and the standard regularization using semiparabolic coordinates 
eliminates the singularity at the origin. After this is done, the formulas in 
Section 2 can be used. 

3.1. Regular izat ion of Two-D imens iona l  Coulomb Problems 

We begin from a Hamiltonian written in cylindrical coordinates (p, z); 
the Hamiltonian is presumed to be given in the form 

1 1 
H = ~ m ( p ~ + p ~ )  ( p 2 + z 2 ) m + U ( p , z ) = E  

The function U(p, z) is presumed to be smooth and nonsingular for all 
finite (p, z). It is originally defined for positive p, but we extend it to 
negative p with the convention U ( - p ,  z) = U(p, z). This Hamiltonian has 
a singularity at the origin. The polar angle in (p, z) space is denoted 0: 
0 = tan- l (p/z) ,  0 < 0 < re. 

Define semiparabolic coordinates u = r 1/2 cos(0/2) and v = r 1/2 sin(0/2) 
and a new independent variable r(t) such that dr/dt = 1/r(t). Then the new 
classical Hamiltonian becomes 

1 
H = ~ (p]  + p~) + vlu, ~) = 2 

V(u, v) = - E ( u Z + v 2 ) +  (u2+vZ) U(p(u, v), z(u, v)) 
(3.1) 

This transformation eliminates the Coulomb singularity, leaving a 
smooth potential energy. This potential energy is originally defined only in 
the positive quadrant u > 0 ,  v>0 ,  but it can be extended into other 
quadrants, and it has two reflection symmetries 

V(-u,v)= V(u, -v)=V(u, v) (3.2) 

which imply an inversion symmetry 

V(-u, -v )= V(u,v) (3.3) 

In (u, v) space, the leading term in V(u, v) is --E(u2-I-v 2) near the 
origin, so the angular dependence of V(u, v) is negligible. All formulas 
given in Section 2 are applicable. Note that the polar angles in (p, z) or 
(u, v) space are related by O = 0/2. 
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3.2. Focusing Effects Associated w i th  (p, z) Coordinates and 
wi th  the Coulomb Singular i ty  

The Hamiltonian in the atomic absorption problem is actually three- 
dimensional and has a singularity at the origin. This will affect the counting 
of the Maslov index in the following ways. 

(i) The z axis itself constitutes a focus. Every time an orbit in (p, z) 
space passes through the z axis, the Maslov index increases by 1. 

(ii) The Coulomb center provides another focusing effect. Every time 
an orbit in (p, z) space returns to the nucleus and scatters back on itself, 
the Maslov index for the scattered Coulomb wave increases by 2. This 
holds for all orbits that return with 0 I r  For returning orbits that lie 
exactly on the z axis (0f=0),  the increase of the Maslov index for the 
scattered wave is 1. These rules were proved in ref. 6. 

These two rules can be stated in (u, v) space as follows. Every time an 
orbit passes through either the u axis or the v axis, the Maslov index 
increases by 1. If it passes through the origin, it is usually passing throuogh 
both u and v axes, so the Maslov index increases by 2. H~)wever, if it lies 
exactly along the u axis or the v axis, then when it passes through the 
origin it is passing through only one axis, so the Maslov index increases 
by 1. 

Taking into account the two rules states above, the full Maslov index 
in a three-dimensional Coulomb problem is 

pn=n#1+vn+2(n--1), Or~O (3.4a) 

where fil is the Maslov index for the first return, and includes visible 
caustics and the number of z-axis crossings, and vn is given by Eq. (2.10). 

The orbit lying on the z axis is special in three ways. (1) Like all orbits 
of type lb, it has an endpoint, which adds 1 to the Maslov index on each 
return (Appendix L). (2) As stated above, each passage through the 
nucleus adds 1 to the Maslov index of the following return. (3) Each time 
a neighbor of this orbit passes through it (a) the Maslov index increases by 
1 because the neighbor is crossing the orbit, and (b) the Maslov index 
increases by another 1 because the neighbor is crossing the z axis. Hence 
the total change in the Maslov index is 2 for each such passage. After this 
double-counting is incorporated into #1, then for the zero-degree orbit we 
have 

#n = npt +2vn+  (n-- 1), Of=O (3.4b) 

The argument is given in Appendix M. 
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3.3. Returning Wave 

We now let our coordinate q mean (r, 0, ~b) or (p, z, ~b). Then the 
returning wavefunction associated with a particular closed orbit is 

~ 0 f  1/2 sin 0~ 1/2 
t/t ret (q) = 0 ~ (q~ ~-0"~ 

[ Jll '/4 ] T~2-4 1/4 
x ~ + J22 ~ T ; 2 - 4  ei(,s~/h ,.~/2), 

n odd n even 

where #~ is given by Eq. (3.4a). For the orbit with Of = 0, we have 

 0f-i r _4 ,J2 
0ret(q)=~P~ 00i ,,=1 ~ ei(nsl/h-"~/2)' 0f=0  

where /4, is given by Eq. (3.4b). 

0 f # 0  

(3.5a) 

(3.5b) 

4. EXAMPLES 

We illustrate the uses of the above formulas by applying them to the 
"diamagnetic Kepler" problem, for which the Hamiltonian is 

H =  �89 + p~) - 4e(u 2 + v 2) + 8U2~)2(U 2 --]- /3 2) = 2 

[see Eq. (3.1)]. Two of the important periodic orbits in this system are: (i) 
"the perpendicular orbit," which lies on the p axis, or on the 45 ~ line in the 
(u, v) plane, and therefore is type (lb) in Fig. 1; (ii) "the exotic X,," which 
is a stable/unstable pair. These are shown in Fig. 2. 

4.1. The Perpendicular Orbit 

For this orbit we show in Fig. 3 the trace of the matrix J and the 
element J12 = Qvl/~P~o as function of e. Both matrices are evaluated at the 
first return of the orbit (not at the period). Since the orbit is type 1, 

, (cos cq = cos ~'1 when stable 
J l l  = J22  = 1 l r  a = ~cosh fll when unstable 

The orbit is stable for e~<-0.127.., and unstable for larger e. Figure4 
shows el and fll as functions of e. In this case the angles ~1, a'l, and ~1 
(defined in Appendix E) are all equal. [According to Apendix L, for this 
orbit Eq. (F6) gives the relationship between K and 3; clearly Tr K = Tr J 
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12 f 
0.Sj 

V 0.4 ~ ~  

0.0 

-0,4 

r 

-0"~0.8 -0',4 0.0 014 018 1.2 
u 

Fig. 2. Some orbits in the diamagnetic Kepler problem. In (u,v) coordinates the 
"perpendicular" orbit is a straight line at 45 ~ The "exotic XI" is a pair of orbits, one stable 
and one unstable. All three orbits continue through the origin, and possess inversion 
symmetry in (u, v) space. 

and since sgn J12 = sgn K12 > 0, ~1 lies between 0 and ~, and it is the same 
as 0(1"] 

Figure 5 shows the behavior of the classical amplitude A, as a function 
of n for two values of e. These graphs combine the results in Eqs. (2.1), 
(2.2), and (2.3c). At the higher value of e, the orbit is unstable, and 

4.o 

3.0 

2.0 

1.0- 

0.0 

-1.0 

-2.0 

I -3.0 -1.0 

J12 

-0.8 -0.6 -0.4 -0'.2 0.0 

Fig. 3. The trace of the matrix J and the element J12 as functions of the parameter e for the 
perpendicular orbit. 
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Fig. 4. 

6,0 
Winding rate and Lyapunov exponent 

5.0 Perpendicular orb i t  

4.0 I 

3.0 

2.0 

1.0 

0.0 
-1.0 -0.8 -0.6 -0.4 -0.2 0.0 

E 

The winding rate ~1(~) and the Liapunov exponent/~x(8) for the perpendicular orbit. 

A n decreases approximately exponentially with n l-more precisely, like 
1/sinh(n/~)].  At the lower value of e, the orbit is stable, and An is propor- 
tional to 1/sin(nel). We see quasiperiodic behavior of A vs. n (it is a 
periodic function of n evaluated at discrete points having spacing unrelated 
to the period). 

Table I shows the full Maslov index as a function of n for various 
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0.8 ! (a) E= -0.12 

A,(E) 0.5 I 

0.2 i 

0.0 i 
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I ] l l f f l , , , , , ,  
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e= -0.2455 

i l l l  i i i i  t i l l  J i l t  
2.0 4.0 6.0 8.0 10.0 12,0 14.0 16,0 18.0 20.0 

n 

Fig. 5. The classical amplitude An vs. n for the perpendicular orbit at two values of ~. (a) The 
perpendicular orbit is unstable, and A n decreases exponentially. (b) The orbit is stable and An 
oscillates quasiperiodically. 
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Table I. Maslov Indices at Various Scaled Energies for the  
Perpendicular Orb i t  a 

65  

Return 

Energy (1) (2) (3) (4) (5) (6) 

0.00 1 4 7 10 13 16 

-0 .14  1 4 7 10 13 16 

-0 .15 1 4 7 10 1_33 17 

-0 .16  1 4 7 I_QO 14 17 

--0A8 1 4 _7 11 14 17 

-0 .21 1 4 8 11 14 18 

-0 .25  1 4 8 I_! 15 18 

-0 .32  1 5 8 12 15 19 

-0 .41 1 5 8 12 16 19 

-0 .49  1 5 9 12 16 20 

a Points where the index changes are marked. 

values of e. For  this orbit, as was shown in Fig. 4, the winding angle 
~1 = ~'1 = ~1 is less than ~ for all e. The phase point (p~(t), ~(t)) defined in 
Appendix E has moved less than a half cycle, so the Maslov index 
associated with crossing of the a = 0 axis is zero. However (Appendix L) 
the orbit has an endpoint, so #1 = 1 for all e. 

For  e ~< -0 .316 .... cq is greater than ~/2. Since J12 > 0 (Fig. 3), we use 
the first of Eqs. (2.4b), and we find that on the second return the increment 
v2 to the Maslov index equals 1. For e~> -0.316..., el is less than re/2, and 
this increment v2 equals 0. The two endpoints are counted by n#l, and then 
we add 2 for the passage through the origin, for a total #2 = 4 or 5. All of 
this is contained in Eq. (3.4a). 

Values of #,(e) for higher repetitions are understood in the same way. 

4.2. The Exot ic  X 1 

This is an orbit of type 2, discussed in Appendices I -K .  
Each exotic is actually a member  of a stable-unstable pair that is 

created in a saddle-center bifurcation. The two orbits have almost the same 
shape (in fact, the two are identical at their point of creation). At first 
closure, the full Maslov index of the stable one is 6, while that for the 
unstable one is 7. This includes 3 for crossings of axes, and either 3 or 4 
for zeros of ~(t). (Appendix E). 

822/68/1-2-5 
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(It is easy to see geometrically why these two numbers  must  differ 
by 1. In  Fig. 2, draw a neighbor  of  the two exotics that  starts between 
them. General ly it will stay between them, since it must  follow both  orbits 
closely, but  in general it will not  close at the origin. Therefore it must  cross 
one member  of the pair once more  than it crosses the other.) 

We show in Fig. 6 various matrix elements of 3 for the stable and 
unstable X1 as functions of e near their point  of creation. The trace is 
evaluated at a period (the second closure). It is equal to 2 at the creation 
point, and for higher ~ it is greater than 2 for the unstable orbit, less than 
2 for the stable one. The produc t  J n J 2 2  is evaluated at the first closure; 
the stable and unstable orbits have this p roduc t  respectively less than or 
greater than 1. The matrix element J12 is negative for the stable orbit  and 
positive for the unstable orbit. 

Fo r  the unstable orbit, by calculation we find that  all matrix elements 
of J are positive. Therefore the third line of Eq. (2.10) applies: v, = 0 ,  and 
(including passages th rough  the origin) # ,  = 7n + 2 ( n -  1) = 7, 16, 25, 34 ..... 

The stable exotic X1 has interesting behavior  that  illustrates another  of 
the formulas. It  turns out  that  this initially stable orbit  goes unstable above 

~ -0 .115427  via a per iod-doubl ing bifurcation. We have computed  the 

4 . 0  

2.0 

0 . 0  

-2.0 

/ 

T r  J 

-4.0 
-0.115445 -0.115430 

J ' J =  ~ -  I -  ~ " -  " ~ 

J~a 

[ 

- - - - _ _  . . . . .  _ . . . . . . .  j 

-0.115415 -0.115400 
E 

Fig. 6. Some matrix quantities for the exotic X 1 orbits. For every curve the upper branch is 
the unstable X~ and the lower branch is the stable X~. The heavy line is the trace of J 
evaluated at a period (second closure). For the unstable orbit it is greater than 2, and for the 
stable one it is less than 2. The broken line is the product JnJ22 evaluated on the first closure. 
It is greater than 1 for the unstable orbit, and less than 1 for the stable one. The stable orbit 
goes unstable by a period-doubling bifurcation at ~ ~ -0.11527 where J11J22 passes through 
0 and the trace passes through -2. The finer solid line is J12, which goes into the 
denominator of A l(e). 
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5.0 1 

4.0 

A(~:) 3.0 

2.0 

1.0 } 

0,0 [ 
0.0 2.0 4.0 6.0 8.0 10.0 12,0 14.0 

n 

Fig. 7. Classical amplitude A, vs. n for the unstable exotic. We see an alternation of intensity 
superimposed on an overall exponential decrease. The stable orbit has alternation of intensity 
superimposed on quasiperiodicity. 

matrix J for this orbit at e =  -0.11540, and we find Jll <0, J12 <0, J21 >0, 
J22>0. It follows that the last line in Eq. (2.10) is the relevant one, 
v~ = Int(n/2), so #,  = 6, 15, 23, 32 ..... 

The classical amplitude A, follows the pattern described by Eq. (2.8). 
Superimposed on an overall exponential decrease there is an alternation of 
intensity between even and odd returns. This is shown for the initially 
unstable X 1 at e = -0.1154 in Fig. 7. 

In future work we will show how these amplitudes and Maslov indices 
manifest themselves in experimental observations of absorption spectra. 

A P P E N D I X A .  P R O O F  OF EQ. (2 .1)  

For a two-dimensional Hamiltonian system in polar R O  space, the 
amplitude of the semiclassical wavefunction is given by 

Jsc(O, Oi ) 1/2 
Ao = (A1) 

where 

Jsc(t, Oi) = R 
~R •0 

c~Oi 

(A2) 
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and tf is the time needed for traveling from the point (Ro, Oi) to (Ro, Of) 
along the closed orbit. For any orbit closed at the origin in a two-dimen- 
sional Hamiltonian system with a smooth potential energy (no singularity 
or discontinuity at the origin, so O V / 3 0 - - *  0 as R ~ 0), 

= ~ 0 ,  as R o ~ 0  (A3) 
t ~ O  t ~ I f  

Equation (A3) means that the trajectory is a straight line through the 
origin when it starts and returns to the origin. Therefore 

Jse(0' Oi) = 63-~t t=o 

Jsc(tf ,  Oi ) =  �9 •Of Rf ~Oi 

-ki  
(A4) 

and 

Ri'] m 0Of-1/2 
A n = \ ~ /  ~ i i  (A5) 

The initial and final speeds are equal if the Hamiltonian has the usual 
form (i.e., kinetic energy plus potential energy), if V(0, Oi)=  V(0, Of), and 
if Eq. (A3) holds. The latter two hold for any potential energy that is 
smooth near the origin, and also for systems with attractive Coulomb 
singularities. Under this condition, Eq. (A5) becomes Eq. (2.1) in the text. 

A P P E N D I X  B. PROOF OF EQ. (2.2)  

See Fig. 8 and the caption. The circle is assumed to be sufficiently 
small that inside the circle the outgoing orbits are straight radial lines and 
returning orbits are straight parallel lines. Since the system is conservative 
(i.e., E =  const) and the orbit is closed at the origin (i.e., Uo = Vo = 0 are the 
initial coordinates), we may regard u and v as functions of only the v 
component of the initial momentum and time, 

u = u ( p , i ,  t)  

V = v(Pvi  , t)  (B1) 

where 

P~i = m/~i sin Oi (B2) 
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u 

Fig. 8. (u, v) are a "right-oriented" coordinate system, and angles 0 are measured from the 
u axis with counterclockwise being positive. A closed orbit leaves at initial angle O~ and 
returns at final angle Of. Its initial v component of momentum is Pvi. The neighbor of the 
closed orbit leaves, also moving radially outward, at angle Oi + dOi, so its initial momentum 
component is pvi + dp~i; dp,i/dOi = [Pi[ cos O i. The neighbor returns to the boundary circle Ro 
at angle 6)r+dO f. It continues on a straight line, and passes through the u = 0  axis at the 
point dvf. Equation (2.2) relates (3vf/~p~i)u= o to (OOr/~Oi)R_R0. 

There fore  

The  last  der iva t ive  in  the e q u a t i o n  a b o v e  is g iven  by  

d/,/: 0 : ( 0ux ] dt~- dpv i 

Hence  

~?v (B4) 
(Ou/gt)p~ 

The  ra t io  ~f/~f in  Eq. (B4) is t an  O r because  the o rb i t  is c losed at  the origin.  
U s i n g  Eq. (B2),  we have  

cos O f -  sin Of (BS) 
Jxz = rnRi cos Oi cos Of t 
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The derivatives ((~l)/0Oi) ' and (c~u/c3Oe), can be 
returning circle, where u = Ro cos Or and 
~3u/OOi = - R o  sin Or(c~Sr/CnSi), etc. Therefore 

evaluated on the 
v = R0 sin Of, and 

R o (~{gf 
J12 = (B6) 

mR i cos Oi cos Of c~Oi 

Fo r  the n th  return of the closed orbit, denote Or as Of(n), and arrive at 
Eq. (2.2). 

A P P E N D I X C .  S E L F - M U L T I P L I C A T I O N  O F A 2 x 2  M A T R I X  
WITH D E T E R M I N A N T  EQUAL TO 1 

Let J be a 2 x 2 matrix with Det  J = 1, so its eigenvalues are 2 and 2 -~ 
(121~> 1), and let U be an invertible t ransformat ion which diagonalizes J, 

Assume det U = 1 (or multiply U by a constant  to make det U = 1). The 
n th self-multiplication of 3 is then 

J n = u j n u - l - [  ~'nu11L122-~-nLl12u21 (--'~n-~-)~-n)Ullbl12 1 
-L (~n - -  ~--n)u21U22 --2nu12u21"~-d;--nblllU22-] (C2) 

where u n ,  u12, u21, and U22 are the elements of U. 
For  n = 1, Eq. (C2) gives 

a=[ &' Jl=l=[~u"u=~-~-'u'=u~l (--~" + ~--I)ulIUI2 l 
LJ2x J22J L (~--/~--1)U21U22 --/I'UI2U21JI-'~--IHI1U22J 

(c3) 

Let us regard this as four equat ions for products  of elements of  U. Solving 
these equations,  we have 

J12 J l l  - "~ - t 
u , u 1 2 =  2 _  2_ 1, u l l u = =  2 _ 2 _  1 

J21 J l l  - 2 
u21u22 - ,~_ 2 - 1 ,  b/12hr -- ~,_ ,~-1 

(C4) 

Substituting Eq. (C4) into Eq. (C2), we have 

J"  = D'n_ 1J - D'n_2 (c5) 
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where D"  is defined by 
~m+l __2--(re+l) 

D" = 
2 _ 2 - 1  

From this definition, the recursion relation of D"  is 

D~, = T 1 D ' _  1 - -  O ~ n  - 2 

where T1 = 2 + 2-1 is the trace of d. 
For stable orbits, 2=exp(+ i~ l ) .  For unstable 

exp(__+ ill). Therefore, according to Eq. (C6), 

{sin(n~l), 
D' = ~/ sin a I stable 

I . - t l  ~sinh(n/~O 
. " " 7 " ' 2 - - -  smh/~1 unstable 

(C6) 

(C7) 

orbits, 2 = ( s g n  T1) 

(c8) 

stability matrices as 
2 1/2 

D' V"~-4 
I . - 1 1  = T2 4 

where T. is the trace of J". 
From Eq. (C5) we have 

[ j n ]  12 = J12D'.-I 

This is Eq. (2.3) in the text. 

(C9) 

(clo) 

In the special case that Jl l  = J22, D"  is the Chebyshev polynomial of 
the second kind, denoted Din(J11 ). This is because the recursion relation of 
D"  is, according to Eq. (C7), 

D',,(Jll) = 2Ju D" _ ,  (J l l )  -- D ' _  2(Jli ) (C 11 ) 

which is the same as the recursion relation of the Chebyshev polynomials, 
and because D'l=1=Dl(J11 ) and D'2=2Jll=D2(Jll) according to the 
definition of D~ in Eq. (C6). Therefore Eq. (C5) can be written as 

Jn~-.Fj Cn(dl 1 ~ dl2Dn-l(Jll)] (C12) 
L ~1 . - 1 ( . )  c. (J.)  j 

where C m ( J l l  ) and D,,(Jll) are Chebyshev polynomials of the first and the 
second kinds. Here we have used the relation between Cm and Din, 

C m ( X  ) = D m ( x  ) - -  x O  m _ l ( x )  (C13) 

It is easy to show that ID',_ll can be expressed in terms of the trace of the 
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and the recursion relations for C~ and Din, 

Cm(X)=2XCm_I(X)-- Cm_2(x) 

Dm(x)=2xDm_l(X)-Dm_2(x) 
(C14) 

We define ~1 such that 

~'Jll, if I Jill < 1 (C15) 
cos ~1 = (S,Jll, s' =- sgn(Jll + J22), if IJll [ > 1 

where ~1 is real (0<0~ 1 <n) if I Jill < 1 (stable), and el =ifll,  where //1 
is the (positive) Lyapunov exponent, if IJl~l > 1 (unstable). Using the 
properties of the Chebyshev polynomials, 

Cm(COS 0~) = cos(m~) 

Dm(COS ~)= 
sin(m + 1)~ 

sin 

(C16) 

and 

Cm(-~ X)= (-~- ) m Cm(X ) 

Dm(-}-x)=( + )m Dm(x) 
(C17) 

we obtain for Eq. (C12) 

I cos(n~l) 

J" = / sin(n~l) 

j sin(n~l)"] 
12 sin ~-------~ / ,  

/ 
cos(n~l) J 

stable (C18a) 

s' cos(n~,) J 2 s i - - ~ l  

J~ = (s ') '-1 J21 sin(n~l)sin "1 s cos(ncq) J unstable (C18b) 

A P P E N D I X  D. L INEARIZATION A B O U T A  PERIODIC ORBIT  

For a system with two degrees of freedom, equations of motion for 
small displacement about a periodic orbit are derived. Our approach is 
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slightly different from that used by others. 4 Most authors set up a set of 
four linear equations, and an associated 4 x 4 monodromy matrix, then 
they discard irrelevant information in this matrix, reducing it to 2 x 2. We 
reduce the system to two linear differential equations first; then the 
associated Jacobian matrix is already in the desired form. 

We assume that the periodic orbit has no endpoints, i.e., no point at 
which the speed vanishes and the orbit turns around to retrace itself. Most 
of our conclusions still hold even for such orbits, but the proofs require 
additional discussion, given in Appendix L. 

D1. Local ly  Car tes ian  C o o r d i n a t e s  near  a Per iod ic  O r b i t  

Given a coordinate system (u, v) with orthogonal unit vectors (f, j)  
along the axes, and given a periodic orbit {u(t), v(t)J0~< t <  T}, we define 
A( t )  to be the arc length along the orbit, such that A( t  = 0 ) =  0 and 

dA(t ) ld t  = E(du(t)/dt) 2 + (dv(t)ldt)  2 ] 1/2 

At each point on the orbit, define a unit vector 2(t) along the orbit in the 
direction of motion, and a second vector ~(t) perpendicular to it and 
pointing to the left (Fig. 9), 

[- dbl dvG /[-l/dbiX~ 2 (doX~2] 1/2 

F dv d u g / [ - ( d u \  2 [ 'dv '~2]  112 

/ 
(D1) 

It is convenient also to define the angle ~b(t) between )~(t) and the u axis, 

cos ~b(t) = 2(t)- f, sin ~b(t) = 2(t) . j  (D2) 

For every sufficiently small range of time ( t l <  t <  t2)  , these two unit 
vectors provide a coordinate grid which spans a strip around the periodic 
orbit. Specifically, for every (u, v) in a sufficiently small strip, drop a 
straight line to the nearest point on the periodic orbit, and specify coor- 
dinates of that point (2, a) such that (i) lal is the distance to the orbit, and 
a is positive on the left and negative on the right; (ii) 2 is A(t )  at the point 
that the straight line intersects the orbit. 

4 See, e.g., Gutzwiller (71 and Poincar6. (8) Our method takes an idea from de Aguiar et aL 0) 



74 Mao e t  al. 

Fig. 9. Locally Cartesian coordinates about a periodic orbit. Coordinates (2, a) are also 
"right-oriented" to make 8(u, v)/8(2, a) ~ 1. Here ~ is along tyhe orbit and 6 is across it. The 
angle between coordinates (u, v) and (2, a) is ~b(t). 

With  those definitions, one can verify that  the Jacob ian  matr ix  
connect ing these coordinate  systems is 

I Su 8u 1 8-2 ~ [a (2 ,  a)  cos ~ - sin ~ 

8v 8v[ = l a ( 2 ,  o) sin ~b cos ~b J 

aoJ 

(D3) 

where 

a(2, a)  = 1 -- 0-/%(2) 

( dq))- l = ( dqk( t)/dt ) -1 
r o ( ; 4  = 

(D4) 

(D5) 

%(2) can be positive or negative; its magni tude  [%(2)1 is the ins tantaneous  
radius of curvature  of the periodic orbit,  while [ % ( 2 ) -  o-I is the radius of 
curvature  of the curve of cons tant  a at that  same value of 2. The function 
%(2) is positive whenever  the periodic orbit  is curving to the left as we face 
along the orbit.  The  Jacob ian  de te rminant  equals unity for a = 0, and it is 
nonvanish ing  in a strip a round  the periodic orbit. 
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D2. Canonical  T ransformat ion  to (hap^p,,) Coordinates 

Using a type 3 generating function, 

W 3 ( p u  , pv; 2, rr)= --p,u(2, a ) -p~v (2 ,  a) (D6) 

we find 

~3u c~v 
p ~ = p ,  -ff~ + p~ -ff~ = a( 2, a )[ p , cos c~ + p v sin fb ] 

Ou Ov 
p , ~ = p ~ + p ~ - ~ r  --p~ sin ~ + p~ cos 

so the Hamiltonian is 

H =  (1/2m)[p2ffa(2, cr) 2 + p]] + V(2, a) 

(D7) 

(D8) 

with the potential energy now reexpressed as a function of 2 and a. 
On the periodic orbit a ( t )=0 ,  e ( t )=p , ( t ) / m= O,  and we write 

2(0 = A(t) (as before) and p~.(t)= PA(t). Also, on the periodic orbit, since 
ap ddt  = - 8  H/Sa = O, 

P~ ~v 
- - +  0 (D9) 
mr 0 G 

(i.e., m,;12/ro = -8V/Oa; the centripetal acceleration is proportional to the 
centripetal force). 

D3. Small  Displacements f rom the Periodic Orbi t  

Consistent with the assumption that the orbit has no endpoints, we 
assume that on the periodic orbit A(t) never vanishes, and that it is 
bounded away from zero /i(t)>~ ~ > 0. Then for all points in phase space 
sufficiently close to the periodic orbit, d2/dt will also be positive. We can 
then use 2 as the independent variable instead of t, and set up equations 
of motion for da/d2 = (da/dt)/(d2/dt). 

The resulting equations of motion have Hamiltonian form; i.e., there 
exists a function K(p~, a; 2) such that 

da 8K dp~ 8K 
d2 ~3p.' d2 8a (D10) 
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For trajectories of specified energy E, that effective Hamiltonian is obtained 
by solving the equation H(pa, p~,2, a)=E to obtain the function 
p;~(p~, a; 2; E). The effective Hamiltonian is (minus) that function: 

K(po, a; 2) = -p~(p~, a; 2; E) (D1 la) 

O ~ 2 r -  2 1/2 

= - { 2 m [ 1 - - - ]  | E - P ~ - v ( 2 ' a ) ] } r o ( 2 ) ]  L 2m (Dllb) 

Proof of Eq. (Dlla): 

d2 d2/dt Of-flOp:. \t?p,~/a.o. E 

and similarly for dpddL 
The general equations of motion are complicated, but we do not need 

them, We only note that in lowest order, the linearized equations of motion 
are 

d~ p~ 

d2 PA(2) 

dp~ m Fo2v(2, a) 3P~(2)7 
(D12a) 

or, switching back to an effective-time variable r, with d2/dz = PA()O/m, 

da po 
& m 

dpa v(,-c) 3p2(T)] 
W = - -  mr (r)J 

(D12b) 

These are the equations of motion of a harmonic oscillator with a periodic 
force constant, i.e., they are Hill's equation. 

For much of what follows, we only need to know that the effective 
Hamiltonian K(p~, a; )~) exists. Equations (D10) imply that the evolution 
in 2 is the continuous unfolding or development of a canonical trans- 
formation. Therefore the motion in the (p~, a) plane is described by a 
continuous group of canonical mappings. If we integrate through one cycle 
of the periodic orbit, stopping when 2=A(T), then we have a Poincar6 
map associated with the orbit. This Poincar6 map is a member of the 
continuous family of canonical maps which describe the evolution of the 
phase point (p.(r), a(z)). 
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In principle t and v are not the same. They are related by 

dz d'c/d2 p~(p~, a; 2; E) 
d t  = dt/  - - l + O ( p L  

However, they are the same to first order in p~ and a, and we have no 
further need to distinguish between them. In the following we go back to 
writing t as the independent variable, but we remember that the Poincar6 
map is in principle defined by stopping at fixed 2 (-= fixed z). 

A P P E N D I X  E. W I N D I N G  N U M B E R  A N D  M A S L O V I N D E X  

We define a "winding angle" ~(t) such that for any point A( t )  on the 
periodic orbit, the Maslov index is 

p = Int [~(t)/Tr ] (El) 

where Int(z) is the largest integer less than z. 
Let us recall that a Maslov index is not a property of a periodic orbit 

by itself. Formally it is defined as a property of a curve on a Lagrangian 
manifold; i.e., it is a property of an orbit within a family of orbits. For the 
Green functions considered in this paper, the orbits all begin radially 
outward from the origin with a fixed total energy. Thus, surrounding the 
periodic orbit, having initial conditions (2 = 0, a =0,  pa = PA(0), p~ = 0), 
we consider the family of orbits having 2 -- 0, a = 0, p~ small but arbitrary, 
p~ = PA(O) -- O(p]) .  The behavior of ~r(t) and p~(t) can be determined by 
integrating Hill's equation, 

(r = p ~/m (E2a) 

1) ~ = - k ~ (  t )a (E2b) 

where k~(t) is periodic. 
In Fig. 10 we show qualitatively a typical solution to Hill's equation 

plotted in the (a, p~) phase plane. One important property follows trivially 
from Eq. (E2a): the phase point only passes through the positive p~ axis 
moving right, and through the negative p~ axis moving left. The motion up 
and down in the phase plane can be quite complicated, but the sideways 
motion is simple: it is to the right in the upper half-plane and to the left 
in the lower half-plane. 

As stated above, the initial conditions for all orbits are a = 0, p~ small 
and arbitrary. Hence all orbits start on the p~ axis and begin moving in a 
clockwise sense. Because the equations are linear, the locus of phase points 
at any time t is a straight line. Let the angle between this straight line 
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P(y 

Fig. 10. Qualitative phase track. Phase track of a point that moves according to Hill's 
equation. 

and the p~ axis be denoted ~(t). Equivalently, follow any one such phase 
point through time, starting on the positive p~ axis, and define ~(t)= 
tan-l[~(t)/p~(t)]. The function ~(t) is not necessarily monotonic, but at 
least d~(t)/dt>O whenever k , ( t ) > 0  and also d~(t)/dt>O whenever 
~(t)=0. 

Caustics arise whenever the projection from the Lagrangian manifold 
to configuration space is singular, i .e. ,  whenever the Jacobian 
Jso=O(u, v)/g(t, pO) vanishes. Transforming coordinates from (u,v) to 
(2, a), we obtain 

a(u, v) a(u, v) a(L ~) 
J s c  = - -  a(t, pO) a(~, ~) a(t, pO) 

From Eq. (D3), the first factor does not vanish. For small displacements, 
the second factor approaches 

Lirn ~?(2, a) = A(t) ~ ( t ,  pO) = A(t) a(t) 
.O_~o a(t, pO) apO 

The displacement ~(t, pO) is linearly proportional to the initial momentum 
pO, and we write ~(t) as the displacement that is obtained for unit initial 
momentum, ~(t)=~r(t, 1). Since by assumption we deal only with trajec- 
tories on which A(t) never vanishes, caustics occur when ~(t) passes 
through zero. Furthermore, under this condition, only simple "fold-type" 
caustics can occur. As a result, the Maslov index changes by 1. Finally, it 
is known that for Hamiltonians of the usual p2/2m + V(q) form, the Maslov 
index only increases with time as we move forward along the trajectory. 
(This is connected with the direction in which the phase point crosses the 
p~ axis.) 
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It follows that the Maslov index at any point along the trajectories is 
equal to the number of crossings the phase point has made with the p~ 
axis, i.e., 

p = Int [5(t)/~] (E3) 

By convention the Maslov index at the beginning of the orbit is zero. 
This means that we do not count the initial point as a crossing of the 
positive p~ axis. In the following we will say that the initial phase point is 
just to the right of the positive p~ axis. 

A second way of expressing Eq. (E3) is especially convenient. The 
solutions {~(t), p~(t)} to Hill's equation (E2) are linear functions of the 
initial conditions, so there exists a matrix K(t) such that 

l= K(,)[ 1 
p~(t)J I_p~(0)A 

(E4) 

Initially the element K12(t) is 0 + and dK12/dt>O. Equation(E3) is 
equivalent to the statement that the Maslov index at any point is equal to 
the number of times K12(t') has changed sign for 0 < t' < T. 

A P P E N D I X  F. M A S L O V I N D E X A T A  P E R I O D  

Now we "strobe" the motion in the (a, p~) plane, observing the loca- 
tion of the phase point at each period T of the coefficient k~(t). This defines 
a Poincar6 map (~,, P~n) to (an+ 1, P~n+ 1). The map is area-preserving and 
linear, and we denote it 

K(T) is the matrix that represents the solutions to Hill's equation at a 
period. 

As before, the initial conditions on the map are a = 0, p~ arbitrary but 
for convenience positive. Hence ~o--0. The strobed transformation K(T) at 
a period describes the change of p~(t) and o-(t) over a cycle of k~(t), but 
omitting one important detail: it does not tell how many full revolutions of 
the phase point have occurred. If we only determine the matrix K(T) we 
have determined 5(T) only modulo 2n. The number of full revolutions of 
the phase point which are hidden in K(T) is given by I n t [ # ( T ) / 2 ] -  
Int(/q/2). 

Suppose the central orbit is stable. Then [TrK[ <2.  We show in 
Appendix G that there exists a canonical linear change of coordinates 
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which converts the mapping into a pure rotation. In the new variables 
(a ' ,  p2) the phase angle ~"=  tan-l(cr"/p 2) increases by a fixed amount in 
each cycle, 

~"((n + 1) T) - ~"(nT) = 2re Int(~l/2) + 071 (F2) 

The first term is the number of full revolutions, and the second is the 
additional partial revolution of the phase point occurring within a single 
cycle. ~1 can be calculated from K using Eq. (G9). 

The linear change of coordinates converts any straight line through 
the origin to another straight line through the origin. It follows that 
the number of complete half-cycles through which the phase point has 
advanced is invariant under this linear transformation, 

IntI~(nT)~(O!]=Int[~"(nT)~"(O! ] (F3) 

The left-hand side is the Maslov index for the nth return. If we combine 
this equation with (F2) and apply it to the first return, we find that if #1 
is even, 5 then ~1 must lie between 0 and re, so Ktz(T ) > 0, while if #1 is odd, 
then ~1 must lie between rc and 2re and KldT)<0. Then finally applying 
these two equations to the nth return, we obtain 

#,  = 2n In t (#J2)  + Int(nc71/rc ) (F4) 

Now suppose the orbit is unstable, and ]Tr KI > 2. In this case, a 
linear transformation converts the map into a hyperbolic rotation (with 
reflection if Tr K < -2 ) .  We must always remember that the initial phase 
point starts just to the right of the original p~ axis, and that the continuous 
motion is in a generally clockwise sense. Strobing this motion at the map 
time leads to one of the sequences of points shown in Fig. 11. 

Define s l = s g n ( T r K ) ,  s2=sgnKt2 .  Consider the case $1s2>0 and 
Tr K > 0. Then successively strobed phase points march to the right on the 
upper hyperbola. It follows that #1 is even (see footnote 5) and #,  = n/~. If 
sis2 > 0 and Tr K < 0, phase points alternate between the two branches of 
the hyperbola. It follows that #1 is odd and again #,  = n#l. 

Now consider the case s i s 2 < 0  and T r K > 0 .  This time successive 
points march leftward on the upper hyperbola. Since the initial point was 
just to the right of the Pv axis, #1 must be odd. Also the change of # on 
every cycle after the first must be #1 + 1. Therefore #n = n#l + n - 1. 

Everywhere that we refer to #1 being odd or even, we are referring to that part of #t that 
comes from zeros of a(t) (excluding any additional contribuition from a z-axis crossing, 
Coulomb singularity, endpoint, etc.). 
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P0 

~ t  

\ 

(3"' 

sls2>0, TI>0, /.h_even SlS2>0, TI<0, plodd 

(3"' 

\ 

S1S2<0, Wl>0, ~ lOdd  s1s2<0, TI<0, pleven 

Fig. 11. Sequence of points in the (a', p ' )  plane for unstable orbits. In the principal-axis 
frame, the motion is a hyperbolic rotation with or without reflection. If s i s  2 > 0, we have a 
"positive hyperbolic rotation." The phase point begins just to the right of the p~ axis and 
moves continuously in a clockwise sense. At each period T, the phase po!nt lands according 
to the indicated sequence. See also footnote 5. 

Finally, if s1s 2 .,~ 0 and Tr K < O, by the same reasoning ].A 1 is even and 
again p , , = n l q + n - 1 .  The above results can be summarized by the 
formula for the unstable case: 

S 1 S  2 = sgn(K12 Tr K) 

#n = n#~ + v .  

v , = 0  if s i s 2 > 0  

v , = n - - 1  if sls2 < 0  

(VS) 

We have almost succeeded in proving Eq. (2.4). However, note that 
the Jacobian matrix in this Appendix is the one associated with the (o-, p~) 
map, whereas the matrix discussed in the text is the one associated with the 

822/68/1-2-6 
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(v, p~) map. It is not hard to show that for periodic orbits these two 
matrices are related by 

- J11(n) cos 2 0 i J12(n) 1 

K(nT)=Lcosl~iJ21(n) J22(n) _J (F6) 

It follows that Tr K ( T ) = T r  J(1) and sgn KIz(T)= sgn J12(1). Therefore it 
is not necessary to solve Hill's equation or to calculate K(T)--all the 
required information is contained in #1 and J(1). We must distinguish 
between cq in the text (defined between 0 and ~) and ~1 (defined between 
0 and 2re); with this distinction in mind, it is easy to show that Eq. (F4) is 
the same as (2.4b) and Eq. (F5) is trivially the same as Eq. (2.4c). 

APPENDIX G. STANDARD FORMS FOR 2 x 2  MATRICES 

Given any 2 x 2 matrix K with det K = 1, there exists a phase-space 
rotation of K, 

[ c o s x  - s i n  Z] (G1) 
K' = R K R -  1, R = + sin )~ cos Z J 

such that K'11 = K~2. The corresponding rotated coordinates 

= R (62) 
P P,  

are the principal axes of the invariant curves of the mapping by K. The 
angle Z is given by 

Kll - K22 
tan(2z) - (G3) 

K12 + K21 

Actually there are four rotation angles {X +nrc/2[n = -1 ,  0, 1, 2} which 
accomplish this. The principal axes can be further transformed by a 
canonical stretch, 

g "  = S K ' S -  ~ ( G 4 )  

where 

and the parameter s is chosen to make [K~[ = [K;'I[ (by convention s > 0). 
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1. If [Tr K[ < 2, then: 

a. Since det K" = 1, sgn K~'2 = - s g n  K;'~ and the matrix has the form 
( -~b ~) with a 2 + b 2 = 1. 

b. Hence we can define ~1 such that the matrix K" represents a pure 
rotation, 

K " = [  COS~I sin ~ i ]  (G6) 
- s i n ~ l  c o s ~ A  

By convention we take 0 ~< ~1 < Dr, so the action of K" on a point 
is to rotate that point in a clockwise sense. 

c. Furthermore, the rotation R and stretch S preserve the signs of 
KI2 and K21 , 

sgn K12 = sgn K[2 = sgn Kf~ = - s g n  K21 

= - s g n  K~ = - s g n  K~'I (G7) 

Proof: if K" in Eq. (G6) is transformed to MKM -1, where M is 
any matrix having det M = 1, then the signs of K12 and K21 are 
unchanged. 

d. Therefore ~i is related to K by the formula 

. 

a. 

2 cos ~1 = Tr K (G8a) 

b. 

with 

0 < ~ < r c  

re< ~1 <2zt 

If ]Tr K[ > 2, then: 

if K~2>0 
(OSb) 

if K12 < 0 

There exists a choice of Z (i.e., a choice of n = - 1 ,  0, 1, 2) such 
that the rotation preserves the sign of KI:. Presuming that K12 is 
not zero, then we can either choose Z between 0 and n/2 or 
between - n / 2  and 0; for one of these choices the sign of K12 will 
not change as the rotation is performed. (See Fig. 12.) 

Then since d e t K " = l ,  the matrix has the form [~ hi, and 
a z -  b 2 = 1. Therefore there exists a fll > 0 such that 

K n ~s 1 Gosh fll $2 sinh fl, ~ (G9) 
= Is2 sinh fll sl cosh fllJ 

i.e., K" is a hyperbolic rotation. If s~ < 0, then it is hyperbolic with 
reflection. 
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Pc 
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j/  

x~ 

/ 

Fig. 12. Invariant curves for mapping around an unstable orbit, and rotation to a selected 
principal-axis frame. The principal axes are chosen such that (1) the po and p'~ axes pass 
through the same branch of the hyperbola and (2) the sign of K12 is not changed by the 
rotation. These two conditions are equivalent. 

C. ill, S1, and s2 can be determined from the rules 

/ ~ 1 > 0  2 cosh/31 = ITr K[, 

S 1 = sgn Kl l  

s2 = sgn K12 

(G10) 

The product s 1 s  2 determines the sense of the hyperbolic rotation 
(Appendix F and Fig. 11 ). 

Our  choice of Z prevents the po axis from passing through an 
asymptote (separatrix) while the rotation is carried out. The rotation angle 
is chosen from the four available such that the positive p ;  axis passes 
through the same branch of the hyperbola as does the positive p~ axis. 

A P P E N D I X  H. S Y M M E T R I E S  A N D  THEIR C O N S E Q U E N C E S  

J i . Let initial conditions be given as (piu, p~., u,  v ), assume Hamilton's  
canonical equations are integrated forward in time for a time T; let the 
final phase space point be (p f ,  p[., u f, vf). Let us abbreviate this sentence by 
the formula 

(piu ' piv, ui ' L~i) T (Pfu, ply, uf, /)f) ( H 1 )  
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If the Hamiltonian has inversion symmetry though the origin in 
momentum space, then by reversing the final momenta, treating them as 
initial conditions, and again integrating forward in time for the same 
duration T, the new final phase-space point will be the initial phase-space 
point with momenta reversed: 

H( -p,,,  -p~, u, v) = H(p.,  p~, u, v) (H2) 

implies 

i (-/~,  -p~, .% r ~, (-F., -pb ~, ~) (H3) 

This symmetry is popularly known as "time-reversal invariance." 
If the Hamiltonian has an analogous inversion symmetry in configura- 

tion space, we obtain 

H(p,,  p~, -u ,  - v ) =  H(p~, pv, u, v) (H4) 

implies 

(pr, pr, -u% -~r) T (Piu, Pi~, - <  -~') (H5) 

Under this condition, any orbit which is closed at the origin with return 
time T is periodic with period 2T. 

An analogous symmetry in the (p.,  u) Poincar6 plane gives a different 
result 

H ( - p , ,  Pv, -u ,  v) = H(p, ,  Pv, u, v) (H6) 

implies 

( _ p i , p i v , _ u  i,vi) r ( _ p f , p ~ , _ u % v , )  (H7) 

A corresponding result holds for inversion in the (pv, v) Poincar6 plane 
(Fig. 13). 

In the applications of interest to us, the Hamiltonian has four 
independent reflection symmetries 

H(+p, ,  +-Pv, ++u, +_v)=H(pu, pv, u,v) (H8) 

which imply all the symmetries above. In addition, the Hamiltonian is 
quadratic in the momenta. As a consequence, a Poincar6 "half-map" can be 
defined. Starting from ui= 0, we may integrate forward in time until the 
orbit again passes through u = 0 with either sign of Pu. As a special case of 
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H3 

o �9 

Fig. 13. Effect of symmetries of the Hamiltonian on orbits in configuration space. A given 
orbit is shown as the heavy line. Under the symmetry (H3) reversal of the final momentum 
makes the orbit retrace itself. Spatial inversion symmetry (H5) ensures the existence of 
another orbit in the third quadrant, while the symmetry (H7) ensures the existence of a 
reflected orbit in the second quadrant. 

(H7), the mapping  from (piv, v i) to (pf~, v f) does not  depend upon  the sign 

of Pu: 

(piu, piv, O, v i) --~ (Pfu, Ply, O, v f) = (--piu, piv, O, v i) --* (--Pfu, Pfv, O, V f) (H9) 

AS a consequence of this and the other  symmetries (HS), the resulting map 
has a fourfold symmetry  (Fig. 14), 

(p'~, v ~) ~ (pf~, v f) (HlOa) 

implies 

and 

SO 

(-Fo, (HlOb) 

(H10c) 

( - -P ly '  - -  v i )  ~ ( - - P l y '  - -  uf) ( H l O d )  
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Fig. J[4. Effect of the full set of symmetries of the Hamiltonian on the Poincar6 half-map. 
Suppose a point i maps  to f, indicated by the dashed curve a. Equations (Hl0b) - (H10d)  are 
indicated by the dashed curves b, c, and d. The reflections of f map to reflections of i, and the 
inversion of i maps  of the inversion of f. Likewise, for any small vector increment di, the point 
i + di maps  to f + dr. A reflection of di and d f  is also drawn. 

APPENDIX  I. PROOF OF EQ. (2.6) 

Let us rewrite Eq. (H10a) in the form 

M(v, p~,) = (v', p'~) (I1) 

The derivative of this map at any point (v, p~) is represented in the usual 
way by the Jacobian matrix 

[J(v, p~,)] dp~. [_dp;J 

The symmetry represented by Eq. (HlOc) is written as 

M ( - v ' ,  p ; )=  ( -v ,  p~) (I3) 

and the corresponding derivative is 

, I - d r ' ] _ I - d r ] ,  _ (I4) 
[ J ( - v ,  p'~)] L dp~ A L dp~ _] 
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We define R~ as the 2 x 2 reflection matrix 
"tangent space" 

L@J @o 

changing the sign of dv (but leaving the sign of v unchanged). Then 

SO 

R ~ J ( - v ' ,  p ' l R ,  Ldp'J dp, 

Mao et  al. 

[ ol 0]. It acts only in this 

(Is) 

J ( - v ' ,  p ' . )= R . [ J (v ,  p S I  1R~ (I6a) 

By a similar method, we can prove that 

J(U', --P'v) = Rp[,](~), Pv)1-1Rp (I6b) 

Consider any orbit which is closed at the origin, so v = v ' =  0; it starts 
at Pv and ends at p'~. The Jacobian matrix for the second cycle of this orbit 
is 

J(0, P'v)= R~[-J(0, p , ) ] - 'R ,  (I7) 

Writing the Jacobian matrix for the first cycle in the usual way 

~Jll J121 
J(0, Pv) = L J21 J22J (I8) 

we obtain the matrix for the second cycle as 

F J22 J121 (19) 
J(0, P'v) = L J21 J11J 

This is Eq. (2.6). 
For an orbit of type 1, if p'~ = p~, the Jacobian matrix on the second 

cycle must be identical to that of the first cycle. Hence 

Jll  = J22 (I10) 

Using the symmetry (I6b), we can prove that this equation also holds for 
orbits with p'~ = -p~. (It does not hold for type 2.) 

Similar relationships hold for the matrix K. They follow from the fact 
that the effective force-constant k,(t) in Eq. (E.2) has the symmetry 

k~(T + t) = k ~ ( T -  t) ( I l l )  
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Using this property and the differential equations (E2), one can show that 
(1) the matrix K for the second closure is the matrix for the first closure 
with the diagonal elements exchanged, (2) if we start a phase point on the 
positive p~ axis at t = 0  and follow its motion through one closure to T, 
and then if we start another phase point on the positive p~ axis at T and 
follow its motion to 2T, the two points will not necessarily end at the same 
spot, but they will have completed the same number of full revolutions and 
the same number of half-revolutions. Hence the Maslov index for the first 
closure of the second half of the orbit is the same as the Maslov index for 
the first closure of the first half of the orbit. Also, the change in the Maslov 
index on any closure is always either #1 or #1 + l. 

APPENDIXJ.  PROOF OF EQ. (2.8) 

For systems with reflection symmetries, the second closure of an orbit 
closed at the origin, of either type 1 or type 2, is a period of the orbit. The 
Jacobian matrix for the second closure is, according to Eqs. (2.6a) and 
(2.6b), 

~ 2 J l l J 2 2 -  1 2J12J22 ) (J1) 
J(2)-= J ' J  = \ 2J21 j11 2J11J22- 1 

Here the diagonal elements of J(2) are equal to each other. For even 
closures of the orbit, the Jacobian matrix J(n even) is simply the (n/2)th 
self-multiplication of 3(2). According to Eq. (C12), we have 

J(n even) = F Cn/2 2J12J22Dn/2-1] (J2) 
12J21Jll Dn/2 - 1 Cn/2 

where C m and D m are the Chebyshev polynomials of the first kind and the 
second kind, with cos 2el as the variable of the polynomials, where ~'1 is 
defined such that 

coso~rl=S'(JllJ22) 1/2, s'=sgn(J11+J22), if 0 < J 1 1 J 2 2 < l  

cos(2o~'~)=s(2J11J22-1), s=sgn(J11J22), otherwise (J3) 

Here ~] is real (0 < ~] < n) if 0 < J~l J22 < 1, and ~] is positive imaginary 
otherwise. In terms of ~], the diagonal elements of J(2) in Eq. (J1) become, 
in either case, 

2Jll J22 - 1 = scos(2~' 1) (J4) 
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For odd repetitions of the closed orbit, Eq. (J2) can be used to determine 
the expression for the Jacobian matrix 3(n odd), and the result is 

a(n odd) = aa(n - 1, even) 

=[-JlI(D(,~-l)/2-D(.-3)/2) J12(D(,, 1)/2 + D(. 3)/2)] (J5) 
_ J21(D(n- 1)/2 -~- D(,_ 3)/2 Jz2(D(n- 1)/2 - D(,_ 3)/2)1 

We then use the properties of the Chebyshev polynomials, Eqs. (C6) 
and (C17), to arrive at the following results: 

sin(n~,l~/ 
s cos(na]) 2J12J22 

J(n even) = s "/2-1 (J6a) 
sin(n~'l) s cos(n~l) / 

2J21Jll sin(2a'l--------j 

and 

J(n o d d ) = J J ( n -  1 )=s  (" t)/2 

cos(nc(l ) sin(nc(1) \ 
Jll COS ~] J12 sin c~------~1 | 

\ J=l sin(ns-~) J22 cos(,c~])/ 
sin ~] cos ~] / 

(J6b) 

Equation (2.8) follows immediately. 
The Maslov index for the nth repetition of a closed orbit is the 

number of singularities of the semiclassical amplitude, which is inversely 
proportional to the square root of J12(z), when the continuous variable z 
goes from 0 + to n. Hence the Maslov index can be counted by monitoring 
the number of sign changes of J12(n), that is, the number of zeros of J12(n). 
Equations (J6a) and (J6b) give explicit expressions for J12(n), and therefore 
can be used to count the Maslov index. The result of this counting is listed 
in Eq. (2.10). An equivalent approach giving the same result together with 
additional details is given in Appendix K. 

The results shown in this Appendix are all true for either type 1 or 
type 2 orbits. For type 1 orbits (i.e., Jll = J22), e'l is equal to the winding 
angle el if the orbit is stable and ~'1 = i31 if unstable, where 31 is the 
(positive) Lyapunov exponent. For stable type 1 orbits, s-~ + 1, and Eqs. 
(J6a) and (J6b) can be combined to one formula, 

I . sin(n~l) 1 cos(ncq) ./12 sin ~------~ 
J(n) = J" = , stable (J7) 

sin(n~ 1_______)) cos(n~l) A 
Jza sin ~1 
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which is the same as Eq. (C18a). For an unstable type 1 orbit (i.e., Jl~ = J22 

and IJ l l ]>1) ,  J11=Jzz=S'coshfll ,  and Eqs. (J6a) and (J6b) become 
Eq. (C18b), as expected. 

APPENDIX K. Maslov Index for Repetitions of Closed Orbits 

A more explicit method to find the Maslov index for subsequent 
returns of a closed orbit follows the same reasoning as in Appendix F. We 
could monitor ~r(t), Jsc(t), or K~2(t) as functions of time along the 
trajectory; #n will then be the number of times these quantities change sign 
between t = 0 and t = nT, where T is now the closure time of the orbit. 

If the orbit is of type 1, then the period of the force constant k~(t) in 
Eq. (E2) is equal to the closure time for the orbit. Each closure then 
constitutes a period of k~(t), so we can treat such orbits as if they were 
periodic with period T. Therefore Eqs. (F4) or (F5) hold with n being the 
label for the closure. There is only one important difference: the rela- 
tionship between K and J for closed orbits is 

0 01 
0 1 / ( -cos  Of) J 0 cos O~ 

Recall that Oi is the direction that the orbit goes out from the origin and 
Or is the direction from which the orbit returns. 

If the orbit is type 2, then the period of the force constant k~(t) is 
twice the closure time. However, the force constant has the symmetry 
(I.11). Therefore we can still obtain a simple formula for the Maslov index 
on any return using formulas analogous to those in Appendix J. 

Assume the orbit is stable; the condition for this is 0<K~IKz2< 1. 
Define the angle 5'~ such that 

COS ~I 1 = s ( g l l  K22) 1/2 = ,~(JllJ22) 1/2, S = sgn(K~a + K22 ) ( K 2 )  

with the convention 

0 < ~'1 < rc if K12>0 

rc < ~'l < 2re if K 1 2 < 0  

Then, defining a = (K11/K22) 1/2 and b = (-K12/K21) 1/2 with positive square 
roots, the matrix K has the form 

i acosc~' 1 bsin~'l ] (K3) 
K = - ( l / b )  sin ~'~ (l /a) cos ~'lJ 
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Then for any even closure 

= [ cos(n~]) (b/a) sin(n~])~ 
K(n)=[K'(1)K(1)]n/2 [_-(a/b) sin(n~i) cos(n~i) ] (K4) 

and for any odd closure 

K(n) = K(1)[K'(1)  K(1)] <~- ~)/2 

a cos(n~i) b sin(n~'l) 
= - ( l / b )  sin(n~'t) ( l /a) cos(n~])J (K5) 

The change in the Maslov index on each return is twice the number 
of full revolutions of the phase point on the first return (again full revolu- 
tions are hidden by the strobing) plus the number of sign changes of K12 
that are explicitly contained in Eqs. (K4) and (K5)--i.e., the number of 
changes of sign of the function sin(zc(x) between z = n - 1 and z = n. Hence 

~t, = 2n Int -~ + Int n~__~] (K6) 
z 

Again bearing in mind the distinction between ~] and e'l (the former 
describing K and the latter describing J), it is easy to show that (K6) is 
equivalent to the first two lines of (2.10). 

If the orbit is unstable, several cases arise. Suppose Kll K22 > 1. Define 
/3] and a new a and b such that 

cosh/3'1 = IK11K221 t/2, /3'1 > 0  

a = IKll/K2211/2 

b = [K12/K2111/2 (K7) 

Sl = sgn K11 

s2 = sgn Klz 

where/3], a, and b are all taken to be positive. Then it is easy to verify that 

K ( 1 ) - ~  slacosh(n/3'l) s2bsinh(n/3'~) ] 
- [_(s2/b) sinh(n/3'l) (sl/a) cosh(n/3])] 

K(n) = [K'K] "/2 = ~ cosh(n/3'l) SlSz(b/a) sinh(n/3'l)] (K8) 
[_SxS2(a/b) sinh(n/3'l) cosh(n/3]) J 

K ( n + I ) = K [ K ' K ]  "/2 V slac~ s2bsinh[(n+l)/3'l] ] 
= [_(s2/b) sinh[(n + 1)/3'1] (sl/a) cosh[(n + 1)/3]]J 

These formulas presume that n is even. 
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In this case the even repetitions of the orbit are pure hyperbolic rota- 
tions and the sense of the rotations is given by the product sis2. If Sl > 0, 
the odd returns also correspond to pure hyperbolic rotation, while if sl < 0 
the even and odd returns alternate in the manner of a hyperbolic rotation 
with reflection. By counting the changes of sign of K12(n) we find 

#n=nktl if K11K22> l, s l s2>O 
(K9) 

# ~ - n k q + n - - 1  if K11K22>l , s i s 2 < 0  

Finally, if K~xK22 < 0, we use the same definitions (K7), and we find 

)" = |[- s la  cosh(n/~'l) s2b sinh(n/3'l) ] 
K(1 

t_ - ( s2/b ) sinh(n/~'l) - (s Ja  ) cosh(n/~'~) - I  

K(n) = [K'K] "/2-- ( - ) ' / 2  r cosh(n/T1) , sls2(b/a) sinh(nfl'l)] 
[_sls2(a/b) sinh(n/~l) cosh(n/~) J 

K(n + 1) -- K[K'K] "/2 

[ s l acoshE(n+  1)fl'l] 
= ( _ ),/2 [ _ (sz/b) sinh[(n + 1 )fl'~ ] 

again presuming n is even. 

s2b s inh[(n+ 1)/3'1] ] 

- -  ( s l / a )  cosh[(n + 1)fl'l]] 

(KIO) 

Even repetitions are hyperbolic rotations with reflection. Again the 
sense of rotation is given by SlS2. Odd repetitions occupy the quadrants in 
the (ap~) plane that are not occupied by even repetitions. Recalling that the 
continunous motion of the phase point can only cross the p ,  axis in a 
clockwise sense, one finds that 

// 
# , = n # l + I n t  ~ if K11K22<O, s l s2>O 

n - 1  
# , , = n # 1 + I n t - -  if Kl~K22<0, s i s 2 < 0  

2 

( K l l )  

A P P E N D I X  L. ORBITS WITH ENDPOINTS 

In all of the above, we have assumed that the periodic orbit has no 
endpoints. However, orbits of type lb do have endpoints, so some 
additional discussion is needed for them. 

The assumed form of the Hamiltonian implies time-reversal symmetry, 
so any orbit with an endpoint exactly retraces itself, and if it is periodic it 
must have a second endpoint, as in Fig. lb. We may define A = 0  to be 
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either endpoint (the "initial" one) and let A(t) increase up to the second 
endpoint (the "final" one). The coordinates 2 and a can then be defined 
using Eqs. (D1)-(D5) from one endpoint to the other. The unit vector 
points along the orbit from the "initial" endpoint to the "final" endpoint. 
It is not useful to define the coordinates (2, a) so that they turn around at 
the final endpoint. Instead, d2/dt, and K(p~, a; 2) go from positive through 
zero to negative at the final endpoint. 

Then all of the equations in Appendix D are valid except at the 
endpoints. There dot~d2 and dp~/d2 have singularities associated with the 
quantity PA(2) in the denominator of Eq. (D12a). These are integrable 
singularities, however, and, through appropriate mumbling about the treat- 
ment of these singularities, one can again arrive at Hill's equations (D12b) 
and (E2). 

The semiclassical Jacobian (E3) passes through zero whenever 
/i(t) = 0, which happens at each endpoint, or whenever ~(t)= 0. It is most 
convenient to count these points separately: the matrix K(t) in Eq. (E5) 
can still be used to count zeros of or(t), and we then add 1 to the Maslov 
index every time the trajectory touches an endpoint. 

Equation (F6) describes the relationship between K and J, and the 
rest of the formulas in Appendices F and G describe the behavior of 
iterates of K. 

Net result: Treat case lb like case la, but add 1 to #1 as the contribu- 
tion from the endpoint. Then Eq. (2.4a), containing n#l, includes the 
contributions of successive endpoints. 

APPENDIX M. DOUBLE-COUNTING FOR ZERO-DEGREE 
ORBITS 

We give two arguments for double-counting passages through the 
zero-degree orbit. 

1. In general the full semiclassical Jacobian is given by 

a(x, y, z) a(p, z, 
eso- = p ( t )  0 ~ 

By further changes of variable, from (p, z) to (u, v) to (2, or), we find 
that the semiclassical Jacobian contains the factors p(t)f'l(t)a(t) (cf. 
Appendix E). Each factor can pass through zero, and each then causes the 
Maslov index to increase by 1. When a neighbor passes through an orbit 
on the z axis, both p(t) and or(t) vanish simultaneously, but each still 
contributes 1 for a total of 2. 
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Fig. 15. Zero-degree orbit and its friends for the diamagnetic Kepler problem. The outer- 
most of these is traveling up on the right; it encounters a caustic (+  1), then crosses over the 
z axis toward the left ( + 1 ), encounters the caustic associated with the endpoint of the parallel 
orbit (+  1), then crosses the z axis again (+  1), and then another caustie on its way down 
( + !). For the innermost neighbor, each z-axis crossing coincides with a caustic, and therefore 
counts + 2. The endpoint is still + 1. 

2. Figure 15 shows the upper end of the zero-degree orbit and its 
neighbors, calculated by solving exact equations of motion (not linearized 
equations). For the most distant neighbors, it is evident that passage 
through a caustic and passage through the z axis are distinct events, each 
contributing 1 to the Maslov index. For the close neighbors, and 
particularly in the linear approximation, the caustic and the z axis coincide. 
However, the zero-degree orbit and all its neighbors constitute a single 
Lagrangian manifold, and each regular domain of the manifold has a 
unique Maslov index. Equivalently, the phase of the semiclassical 
wavefunction associated with each regular domain is well-defined, and the 
phase at the zero-degree orbit is the limit of the phase of the neighbors. 
Therefore we add 2 for each crossing of the zero-degree orbit by its 
neighbors. 
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